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Continuously evolving Labour Market:
• Digitalization of professions
• Relevance of Soft skills
• Internationalisation
• New professions and skills emerging
• Smart and Remote working
• Impact of Covid-19 pandemic
• …
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Context

We need something that can help us monitor and analyze how LM is evolving, 
to support Decision Makers taking the right decisions at the right time



We already have official statistics, that are:
• Representative
• Strong in terms of value

But we can benefit of additional, complementary information that
could be:
• Fast, to track what’s happening now (e.g. Covid-19 Impact 

analysis)
• Granular and adherent to real and current market terms, to capture

emerging trends analyzing what companies are actually looking for

5

What we have / what we need

How to find a similar, complementary source of information?
Using Web Labour Market



It’s the exact representation of what companies are looking in a given
period:
• Up to date: companies publish an announcement when they actually

need to hire
• Detailed: an announcement describes as well as possibile the 

specific need, in terms of:
o Profession needed
o Requirements (skills, experience, educational level,…)
o Working context (place, contract, sector, working hours,…)

• Adherent to reality: market terms are used, both for occupation and 
skills. This helps identify emerging terminology adopted by Market
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Why Web Labour Market

It would be great to use those information in addition to 
better and deeper understand how Labour Market is evolving in a 

given country, even compared to other countries
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Our Goal

Transform Online Job Advertisments… …in insights and analytics
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Challenges

• Handle a huge amount of near real time data

• Data coming from web à Need to detect and reduce noise

• Multi language environment

• Need to relate to classification standards

• Find a way to summarize and present a wide and complex

scenario
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KDD – Fayyad, 1997

Huge amount of data 
(Terabytes)

Unstructured data 
(plain text to be processed)

Real time data

Data is noisy, 
uncontrolled

Methodological background
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KDD 4 LMI

Our Approach
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Stakeholders

Project
Leader

Key
Users

Domain
Experts

End
Users



• ETF
o Lead the project with the steering committee
o Define the scope of the project
o Define key organizations
o Maintain relations with EU stakeholders
o Provide advice

13

Project leader



• ETF, EMSIBG
• Define requirements
• Monitor quality of the project
• Provide input to the development of the project
• Manage the landscaping
• Validate overall data flow and methodology
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Key Users



• International Country Experts
• Provide the knowledge and expertise
• Execute the landscaping
• Understand the language/terms of their 

context
• Evaluate the accuracy of the results
• Test the product
• Provide feedback
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Domain Experts



• Decision Makers and Business Users
o (Visual) Explore dataset, analysis and aggregate data
o Define new analysis processes
o Produce Data storytelling
o Make decisions by exploring data

• Data Scientists
o Apply new machine learning models and AI techniques
o Extract new insights from the data
o Apply advanced data modelling to the dataset

• Data Analysts
o Interprets data and turns it into information
o Identifying patterns and trends
o Extract and analyze aggregate data
o Publish and share their analysis
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End Users
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Overall Data Flow

Data
Ingestion

Pre-Processing Information
Extraction

ETL Presentation
Area

Ingestion Processing Front end



Modelling, Machine 
Learning, AI

Data
Ingestion

Data
Processing

Data visualization

Data storage & archiving

System and process monitoring

Automation & management

Input Output

Unstructured
Data

Dashboard and
interactive report

Machine to machine

Web App

Technology view



20

Key components

• Data ingestion: collect raw data from OJV in 
both structured and unstructured (raw text) 
formats

• Data processing: classify data through machine 
learning techniques

• Data analysis: extract information from data and 
make it available through visualization



Infrastructure Challenges

• Manage multiple parallel ingestion activities
• Availability of high performance computational 

infrastructure at a glance
• High memory requirements
• High storage volumes to store source and staging 

data
• Big data environment
• Scalable architecture
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Landscaping

A Landscaping activity is performed to produce a list 
of sources (web portals) that are relevant for the Web 
Labour Market in a given country.

A Country Expert validates this list, that will become 
the initial step of the LMI System
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Source selection strategy
4 Processing Steps

Source selection
in landscaping

Augmentation Agreements Coverage





Augmentation

We analysed the results of the landscaping activity
• Completing the mapping of transnational sources
• Adding further transnational sources

In order to define 
• a priority list to define agreements
• a  relevance order to realize data ingestion channels 
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Relevance and ranking of sources

Volume Type of
web portal

Data
Update

Structured
Data
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Data Ingestion phase

The process of obtaining and importing data from web 
portals and storing them in a Database

Focus on 
volumes

Coverage
augmentation &

maximization

Direct agreements with 
the most relevant

sources
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An example

Junior Software Developer

United Kingdom

Saturday, 30 September 2017

Title:

Area:

Time:

Description: As Junior Software Developer, you 
will develop excellent software for 
use …
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Data Pre-Processing – Challenges & 
Definitions

The process of cleaning ingested data and dedupicating OJVs, to guarantee that

analytical phase’ll work on data at the highest quality possible

Language 
detection

Noise
reduction

OJVs
Deduplication
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Data Classification
• Goal:

• Extract and structure information from data, to be provided to the 
presentation layer

• Challenges:
• Handle massive amount of heterogeneous data written in different 

languages
• Approach:

• Develop an adaptable framework, language dependent, tailored on different 
information features. Some relevant challenges:
• Occupation feature classification: combined methods such as Machine Learning, Topic 

Modeling and Unsupervised Learning
• Skill feature classification: another different combined methods, such as Text Analysis with 

corpus based or Knowledge based similarity

• Features:
• Guarantee Explainable information extraction, logging classification 

methods and relevant features.



Junior Software Developer 

As Junior Software Developer, you will develop excellent 
software for use in field mapping, data collection, sensor 
networks, street navigation, and more. You will 
collaborate with other programmers and developers to 
autonomously design and implement high-quality web-
based applications, restful API’s, and third party 
integration.

We’re looking for a passionate, committed developer 
that is able to solve and articulate complex problems 
with application design, development and user 
experiences. The position is based in our offices in 
Harwell, United Kingdom.

Job vacancy

Occupation Skills

Time Area

Industry …Information
Extraction

2512 – Software Developer

Skills: develop software, 
implement web based 

applications, problem solving, 
develop user experiences

Harwell, UK

…

Information
Extraction

Data Classification - An example
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DataLab Model

2 Tables

FT Document FT Skill Analysis

1 Row for each:
- General_ID à Key
- OJV
- Source
- Place

Why? Because, for each OJV, we can
detect a multi-place Vacancy
e.g. «Software Developer in London / 
Liverpool»

1 Row for each:
- General_ID à Key
- OJV
- Source
- Place
- Skill

Why? Because, for each OJV, we can
obviously detect multiple skills
e.g. «Software Developer in London / 
Liverpool, with customer orientation culture, 
that speaks english and tolerates stress»
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DataLab Model

So, to have the number of job vacancies
you always have to compute an unique

count by General_ID



FT Document

OJV

Place
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ContractEd Level

Sector

Salary

Working
Hours

Experience
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Company
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FT Skill Analysis

OJV

Place

DatesLang
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Data Visualization. Just graphic?

• Goal:
• Provide the right too for the right stackeholder

• Challenges:
• Find a way to support different needs on such a relevant amount of 

information

• Approach:
• Define several data visualization and analysis approaches:

• Infographics: appealing, static and widley understandable
• Public portals for citizens: easy, fast and high level informative
• Dashboard: deeper informative, web based, for decision makers
• Self-service analysis labs: access data, highest informative opportunity, requires

domain/technical/analytical skillset
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Live session


